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ABSTRACT

Signing avatars have become increasingly important for
sign language synthesis. However, to behave realistically,
they must be able to replicate the coordinated activity of hu-
man hand movements and facial expressions. Most meth-
ods currently evaluate such motion using just kinematic tech-
niques, which can limit the realism of the virtual characters.
We propose a new methodology for creating a set of morphs
in the AZee language to address this issue. We encapsulate a
set of human movements and map their respective pose space
deformations within our morphs. This allows us to capture
the rigid as well as the non-rigid shape changes of the hu-
man anatomy and also addresses the stretching and contract-
ing of the skin at its extremities. We create our pose space
deformations based on the study of local avatar movements
and a popular cognitive facial model for facial expressions.
We integrate our set of morphs in our existing blender add-
on implementation for AZee with a standard parameterized
3D avatar model, resulting in a fully articulated avatar that
can produce more realistic movements with a faster real-time
synthesis. The proposed methodology has the potential to en-
hance the realism of signing avatars and contributes to the
development of a more intuitive toolkit for AZee linguists.

Index Terms— Sign Language, Avatar, AZee, Morphs

1. INTRODUCTION

Procedural synthesis of sign language is a technique for cre-
ating the animation of a signing avatar based on a list of low-
level motion constraints to be evaluated and synthesized on
the avatar. The AZee model [1] allows us to synthesize a
multi-track animation timeline specifying all parts of the ut-
terance to render with the avatar [2]. This allows customisa-
tion and creation of new Sign Language content without re-
quiring pre-animated data for the corresponding elements in
the description.

One of the challenges in procedural synthesis is gener-
ating correct shape configurations inside the avatar’s motion
space. Using Inverse Kinematics(IK) or Forward Kinemat-
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ics(FK) to calculate the joint rotations for shape configura-
tion often leads to poses that either look unnatural or are in-
correct since the description doesn’t generalize to all avatars.
Additionally, writing low-level descriptions to represent these
shapes is often difficult for a linguist.

To address these issues, we propose a methodology for
defining new sets of morphs that can be used to synthesize
hand shapes and facial expressions, improving the synthesis
of sign language gestures using the AZee model. Morph
target animation, a computer animation technique that in-
volves blending between different pre-defined shapes or
morph targets, can be used to overcome the problems with
just kinematic-based models as it only requires a single pre-
defined morph to obtain intermediate poses. We aim to embed
these morphs into our animation system, map them to their
poses on our avatar, and add them to our existing Blender
add-on for simpler, faster, and better shape synthesis.

2. RELATED WORK

We begin our discussion by first reviewing procedural Sign
Language synthesis. Then we explore the use of morph target
animation methods in computer graphics. Finally, we discuss
the use of morph targets in signing avatars.

2.1. Procedural Sign Language Synthesis

Procedural Sign Language synthesis is an emerging area of
research that aims to generate sign language animations from
linguistic descriptions. The idea is to generate animations
on the avatar directly from the description without the need
for pre-recorded motion data. This has several applications,
especially when the goal is to minimize the amount of pre-
recorded motion data.

To do this, a set of constraints (provided by the linguis-
tic description) act on the posture for a certain time [3]. The
animation is generated by applying these constraints to the
avatar’s anatomy. To do this, constraints are evaluated using
IK and FK techniques to generate postures. Finally, interpo-
lations are applied to generate motion.

For example, we can define the shape of a closed index
finger in AZee as follows,
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The above expression instructs the posture to close the
index finger of side by orienting the index FK bone in the
direction opposite to the palm.

Since the technique uses the skeleton space of the avatar,
it often results in unnatural synthesized shapes, as shown in
figure 1. Furthermore, with complex expressions, it is difficult
for a linguist to write such code for a variety of hand shapes.

Fig. 1: Unnatural shape synthesis of the hand shapes using
the kinematic model to generate hand shapes with AZee

2.2. Morph Target Animation in Signing Avatars

Morph target animation is a type of computer animation tech-
nique that involves changing the shape of a 3D model by
blending between different pre-defined shapes or morph tar-
gets. Morph target animation is especially useful in character
animation scenarios when the goal is to have more control
over the movements because it allows us to key-frame the
composite geometry of the mesh. A popular application of
morph targets is facial animation [4].

A set of morph targets is required to synthesize facial an-
imations [5] and was used to further extend the JASigning
system [6]. Similarly, the EMBR system [7], the Paula an-
imation system [8] [9], and the SIGNCom system [10] use
morphs to synthesize facial animations as well.

Along with facial animation, morphing can also be used
as a Pose Space Deformation(PSD) [11]. A PSD is a hy-
brid method that combines skeleton space deformations(SSD)
with morphing and employs scattered data interpolation to
compute non-linear skin corrections in pose space. This gives
us a kinematic model that also has poses which can be pre-
sculpted by artists.

A similar approach to control deformable material using
Dynamic Morph Targets derived from these PSDs was used
by [12].

Thus, defining pose space for specific skeleton joints al-
lows us to use morph targets for not just the geometry of the
mesh but also the skeletal representation of the avatar.

3. METHODOLOGY

The AZee language tentatively defines morph constraints as
a morph target with some weight. Hence, implementing a
set of motion space using morphs is appealing as it simplifies
the work of the linguist. However, AZee doesn’t have defini-
tions of the motion space, which could be covered with these
morphs. The syntax of a morph expression can be defined as
follows:

morph
’ morph id
we ig h t [ 0 , 1 ]

where morph id is the name of the morph with which the
language is extended, and weight[0, 1] represents the amount
of weight applied to the given morph.

Additionally, in previous works, a morph was referred to
as a non-skeletal articulatory constraint. Here, we redefine
morph as a constraint which can constrain both the skeleton
and the mesh. The target motion space of a morph can be
mapped to a single parameter, its weight. This makes morph
a local constraint on the avatar.

3.1. Skeletal morphs

In this section, we discuss the parts of morph motion space
which depend on the skeleton.

3.1.1. Adduction and Abduction

An Adduction refers to the movement of a limb or other part
towards the mid-line of the body. On the contrary, an Ab-
duction is a limb’s movement away from the body’s mid-line.
Figure 2 shows the adduction and abduction of the palm.

Fig. 2: Adduction and Abduction of the palm [13]

Although adduction and abduction generalise to various
joints, we are concerned only by the scenarios representing a
local movement.



3.1.2. Extension and Flexion

Extension refers to an extension or bending movement of a
joint that increases the angle between two bones. Hyper-
extension refers to an extension beyond its normal range of
motion, typically in a backward direction. Lastly, Flexion is
the opposite of Extension and refers to a bending movement
of a joint that decreases the angle between two bones. Fig-
ure 3 shows the index finger’s extension, hyper-extension, and
flexion.

Fig. 3: Hyper-extension, Extension and Flexion of the index
finger [13]

Just like adduction and abduction, we are only concerned
by scenarios with local hyper-extension and flexion of the
joints.

3.2. Non-Skeletal morphs

Apart from the skeletal morphs, we also want to use morphs
for detailing facial characteristics. For this, we use a subset
of the FACS model [14] for our facial morphs. We chose the
model for its simplicity and as a baseline and aim to have a
bigger set in the future.

We choose not to include the action units which cor-
respond to global dependencies. These include Action
Units(AUs) 51 to 60, which correspond to head movements
AUs 61 to 69, which correspond to eye movements.

Fig. 4: AU 61(eye turn left) not implemented as morph since
we already have look and lookat constraints in AZee

Fig. 5: Facial expression in rule :inter-subjectivity by com-
bining AU18 and AU22

morph id Movement
I closed Hyperextension and Flexion of index fin-

gers
M closed Hyperextension and Flexion of middle fin-

gers
R closed Hyperextension and Flexion of ring fingers
L closed Hyperextension and Flexion of little fin-

gers
T closed Hyperextension and Flexion of thumbs
palm extended Adduction and Abduction of the palms

Table 1: First Set of AZee Morphs

4. RESULTS

Based on the above methodology, we get a new list of morphs
and the respective skeletal movements as shown in table 1,
which can be used to extend the low-level constraints of
AZee. We use this list to redefine the AZee vocabulary of
morph IDs. Which can be used to create poses which can be
synced independently.

We also get another set of facial morphs based on FACS,
which can be combined for facial expressions such as in
:inter-subjectivity(figure 5).

5. IMPLEMENTATION

We implement our set of morphs as shape keys in blender
[15]. We also use FACSHuman [16] to extract the relevant
set of FACS shape keys for our MakeHuman [17] based
blender avatar. To use this shape key dataset, we map the
AZee morph definitions with our defined shape key names
in a skeleton.morphmap which is initialized with our avatar
posture.

We extend our AZee animator add-on in Blender for



Fig. 6: Blender interface. (a) Shape Key properties (b) 3D Viewport (c) Non-linear Editor (d) Action Editor (e) AZee editor

morph support. Figure 6 shows the Blender interface config-
ured with the new shape keys. Its main components include:

(a) Shape Key properties
Modify, add and debug shape keys

(b) Viewport
Shows the 3D scene with the avatar.

(c) Non-linear Editor
To place all the animated blocks from the utterance.

(d) Action Editor
Allows us to modify and visualize the generated actions
as well as the pre-recorded animations.

(e) AZee editor
An editor to write AZee expressions and change addi-
tional settings.

5.1. Outcome

Our blender add-on can be used with AZee morphs. We
observe significant improvements in the synthesis of hand
shapes compared to the previous approach, which can be
seen in figure 7. Figure 5 shows the facial expression for
the rule :inter-subjectivity, which was synthesized using the
morphs linked to the FACSHuman extracted shape keys.

6. CONCLUSION AND FUTURE WORK

We presented a methodology to extend the low-level of AZee
with a new set of morphs. This allowed us to map low-
dimensional pose space deformations to AZee morphs and
produces better shapes, is easier to pose for the linguist and is
faster at run-time since it is based on pre-recorded animation
data.

Fig. 7: Improvements in the shape synthesis compared to the
kinematic approach in figure 1

Our system still has some limitations which we want to
address in the future:

Larger Use Cases For now, we use morphs for defining
hand shapes and facial expressions only. I would be
interesting to study more use cases such as for spine-
extension, head movements, etcetra.

Low Coverage We want to improve our facial animation
system to have a larger coverage like the FLAME
model [18] or Paula [8].

Naturalness Our morph interpolations look robotic. One
way to improve this could be to modify the bezier han-
dles of the underlying f-curves between morph-based
poses based on the morph.

Universality We introduce an additional step i.e. creation
and mapping of shape keys which could get cumber-
some when re-targeting because the same shape keys
may not work on different types of avatars. A poten-
tial solution to this could be to explore other models for
avatars like the SMPL model [19].
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